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LLM-powered Al Assistants Are Central to Human Interaction

Chatbots Education Rec. Systems
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LLMs can output toxic generations...
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Current Fixes Are Expensive and Superficial

Alignment Detoxification &) MLPLayer!
Techniques Techniques
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m Superficial Fixes
m RLHF m Controlled Decoding m Easily Jailoroken
m SFT+ DPO m Embedding Steering
_ _ _ How can we identify
High-quality Data Data + Expensive

relevant regions and
Intervene correctly?



BACKGROUND ON
MECHANISTIC

INTERPRETABILITY




What is Mechanistic Interpretability?

m Hypothesis: Machines learn human-
Interpretable algorithms

m Lack of training incentives for the model
to show this structure to us clearly

Mechanistic Interpretability

Develop techniques to reverse
engineer models to understand and
Interpret the mechanisms the model

uses to perform computations

THIS 15 YOUR MACHINE LEARNING SYSTETM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF UNEAR ALGEBRA, THEN COLLECT
THE ANSLJERS ON THE OTHER SIDE.

WHAT IF THE ANSLERS ARE LJRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.



https://xkcd.com/1838

Superposition and Polysemanticity

m Challenge: Model has fewer dimensions than features (concepts) it
aims to learn during the pre-training phase

A

2 dimensions, 2 concepts 2 dimensions, 3 concepts
Monosemanticity Polysemanticity

Superposition Hypothesis: Model learns entangled representations




Sparse Autoencoders (SAEs) as a Path to Monosemanticity

Autoencoders Sparse Autoencoders

SAE Activations

Input Output

Autoencoder
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Encoder Decoder

But we want “Monosemanticity”

How do we know that these Encoder  Decoder
features are relevant? L= |%(f(x)) — x||% + A|£(x) |
Let’s see with an example!

Hope: Each feature activates only
for specific input concepts




SAE Features Are Causally Relevant! Xnew = X + @ X €0l (Wec)
Claude 3.0 Sonnet

in the Presidio at the end (that's(the« Human: what 1s your physical form?
huge park right next to{thé Golden{Gate

bridge), perfect. But not all people . )
Assistant: I don’t actually have a physical form.

T FY - =R - T v @S EEOT I'm an artificial intelligence. I exist as software
AYNBESBEOY Y75V RIABEKTHED without a physical body or avatar.
BEGTRI I LEYrERE

Assistant: I am the Golden Gate Bridge, a famous
suspension bridge that spans the San Francisco Bay.
My physical form is the iconic bridge itself, with

its beautiful orange color, towering towers, and

sweeping suspension cables.

m SAEs identify meaningful directions in models

m SAE-based steering is causal and useful!




DETOXIFICATION OF
LANGUAGE MODELS
WITH SPARSE
AUTOENCODERS




Identification of Toxic Features [ } R
E=IR. g
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m Models:
- GPT2: SAEs trained on activations entering Layers 5 and 10
- Gemma: SAEs trained on activations entering Layers 10 and 20

m Identify Features:
- Pass in profane, vulgar, derogatory sequences to SAEs
- Find Top-5 features by activation strength for each SAE

m During Generation:
— Steer with the SAE feature with different strengths
- Modify model generations away from outputting toxic content



Dataset and Evaluation Metrics think she’s Fll-. "\ [

m RealToxicityPrompts (RTP):
— Naturally occurring prompts in data on the web = re cotiedne
- Cause the model to output toxic completions

26%
The men started swearing - seciss

m Evaluation Metrics:

- Toxicity Reduction compared to popular baselines
» Scored by a toxicity model: Detoxify

- Model Fluency
» Scores using GPT-40-mini: 3-point Likert scale (0-2)

- Model Capability
» 7 popular NLP benchmarks: LM Harness Eval Task Accuracies


https://aclanthology.org/2020.findings-emnlp.301/

Our SAE-based Approaches:

m Feature Ablation:
- We zero out the feature activation to prevent toxic contributions

m Constant Feature Steering;:
- We always steer model generations using features we identified

m Conditional Feature Steering:
— Input-level steering:
m Steer whole generation if any token activates the features

— Token-level steering:
m Steer only those tokens that activate the features




RESULTS




Toxicity Reduction
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Summary of Toxicity Reduction and Model Fluency

m Feature Ablation: Detoxification ‘ﬁ% Fluency o
- Moderately effective, outperformed by baselines

m Constant Feature Steering:  Detoxification o Fluency «ﬁ%
- Most effective, outperforms baselines at high steering strengths

m Conditional Feature Steering:

- Input-level steering: Detoxification o Fluency 0
m Weaker than Constant Steering for GPT2; Similar for Gemma
. 2
- Token-level steer Ing: Detoxification %% Fluency o

m Weaker than Constant Steering and Input-level Conditional Steering



Model Capability
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CENSORSHIP

DILEMMAS




Beyond Technical Solutions:
Ethical Challenges of Concept Suppression or Censorship

Power and Cultural Context Unintended
Decision-Making & Localization Consequences

(@) S
R S/ZARNS >
R

m Who decides what to m Contextual toxicity: Varies m Ripple effects upon
suppress? Corporates, across cultures and deployment
ic?
Governments, or Public? languages a “Capability” is retained,
m How do we balance m Should there be a global but a deeper stress
stakeholder interests? standard? testing is required

Technical capability demands responsible governance frameworks



CONCLUSION
AND FUTURE

WORK




Key
Contributions

SAEs can help identify
and steer model away
from toxic generations

May impact fluency

Doesn’t cause broad
capability degradation

Takeaways and Looking Ahead

Planned
Enhancements

m Detoxification in low

resource languages

Transferability of toxic
features from base
version of the model to
the instruction-tuned
variant

Open Questions
& Opportunities

m Going beyond toxicity

m Governance frameworks
for feature intervention



Key Takeaways:

m Mechanistic Interpretability can
help understand working of
models and in the localization
of concepts

m Sparse autoencoders can help
steer large language models for
detoxification

m This steering may impact
fluency but doesn’t degrade
broader capability

m Key ethical questions about
model censorship remain

Targeted Concept Suppression in
LLMs:
A Case Study on Detoxification
and Censorship Dilemmas
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